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Example of robotic manipulation:
Even very complex robotic systems are controlled by forcing each moving part to precisely follow a desired 
trajectory – which has been pre-programmed by an engineer. Thus, the hard part of the control problem is 
solved in advance by the human engineer, and not by the automatic control circuit itself.

The difference between robotic and human movement

Examples of human manipulation:
Complex biological movements are successful, despite the fact that they are not reproducible. Therefore,
controls that are suitable for the present circumstances are computed online, as the movement unfolds.

Finger trajectories
on repeated trials:
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The puzzle of motor coordination
Many redundant tasks are accomplished successfully despite
substantial trial-to-trial variability in individual degrees of freedom:

Industrial activities Bernstein 1930
Posture Balasubramaniam et al. 2000
Locomotion Bernstein 67, Winters 98
Skiing Vereijken et al. 92
Writing Bernstein 67, Wright 90
Shooting Aratyunyan et al. 69, Scholz et al. 2000
Reaching Haggard et al. 95
Pointing Tseng et al. 2001
Grasping Cole and Abbs 86
Sit-to-stand Scholz and Schoner 99
Speech Gracco and Abbs 86
Force production Li et al. 98
Bimanual tasks Jaric et al. 2001
Via-point tasks Todorov and Jordan 2002
Table tennis Todorov and Jordan 2002
Hand manipulation Todorov and Jordan 2002

This is only possible if variability is structured so that it does not interfere with performance.
(recently quantified using the “Uncontrolled Manifold” method, Scholtz and Schoner 99)

Q1: Why is variability not suppressed everywhere?

Q2: What mechanism constrains variability to task-irrelevant (redundant) dimensions?

Desired
Trajectory

A
B

C

Planning Execution

Desired trajectory models
Bizzi et al. 84,  Flash and Hogan 85, Shadmehr and Mussa-Ivaldi 94, 
Wolpert 97, Harris and Wolpert 98,  Kawato et al. 99

Theoretical problem
Motivated by computational simplicity rather than performance…
evolution, development, learning and adaptation optimize performance!

Empirical problem
Fundamentally inconsistent with observations on task-constrained variability.

Servo control:

control signal (t) =
gain . ( desired state (t) – actual state (t) )
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Synergies

Degrees of freedom

Hierarchical control via functional synergies
Bernstein 67, Gelfand et al. 71, Hinton 85

General Idea:

High-level controls have predictable
effects on task-relevant parameters, despite
variability in individual degrees of freedom

Grasping: ~ 4 PCs
Santello et al. 98

Complex manipulation: ~ 12 PCs
Todorov and Ghahramani 2000

Optimal feedback control

optimal feedback
control law

optimal state
estimator

noise

noise

motor
plant

sensory
apparatus

movement
task

selection
cost



4

( )ˆt t tL=u x
control
signal

state
estimate

control
law

If  x contains task parameters (e.g. targets)
the same mapping  L can be used in a family of tasks

The optimal mapping  L combines all available
information in the state  x to compute the controls  u …

Properties of optimal
feedback controllers:

Increasing the sensory noise increases variability
(for the same task, dynamics, and motor noise)

The minimal intervention principle
Optimal feedback controllers do not cancel

task-irrelevant deviations away from the average behavior

Intuitive Consequences:

- noise perturbs the system in all dimensions of the state space,
therefore variability accumulates in task-irrelevant dimensions

- control dimensions corresponding to redundant state dimensions are not used,
therefore the control signals are coupled into “synergies”

Intuitive Reasons:

- there is nothing to gain from canceling task-irrelevant deviations

- canceling them can be detrimental, due to control-dependent noise and effort cost

* This can be proven for a very general class of problems. For details, see:

“Optimal feedback control as a theory of motor coordination”
Todorov and Jordan, Nature Neuroscience 5(11), 2002
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( )iiii uaxx ε++← 12,1x
2,1u

State:
Control:

Dynamics:

Taking advantage of redundancy: Example

*
1 2x x X+ =Noise: 2,1ε Task:

*
1 2 / 2x x X= =Desired State:

* / 2i iu X a x= −

Redundancy Elimination

Controller:

( ) ( )
2

* 2 2
1 2 1 2x x X u u r+ − + +

( )*
1,2 1 2/ 2 / 2u X a x x= − +

Cost:

Controller:

Optimal Control (unbiased)

Isometric Force

X1

X
2

Reaching

X1

X
2

Aiming
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X
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Bimanual Coordination

X1

X
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Task
 Erro

r

Task Error

Task Error

Task
 Erro

r

Mechanical and actuator redundancy

Li et al. 98

Cole and Abbs 86 
Jaric et al. 2001

Haggard et al. 95
Tseng et al. 2001

Aratyunyan et al. 69
Scholtz et al. 2000
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Multiple targets vs. constrained paths

Path Length (%)
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Hitting and throwing

Desired Trajectory


