 

ANNOUNCEMENT
BGGN 269 Mathematics for Neurobiologists
Winter 2004
WF 15:00 – 16:50

Pacific Hall 4500
 

An intensive math course for neurobiologists, BGGN 269 will be offered in Winter 2004 WF 15:00-16:50. The intention of the course is to provide development of both knowledge and skills in some neurobiologically-relevant math topics in an unusually short time period. This is expected to be made possible by the anticipated high level of talent and motivation of the participants and by a lot of homework. This may also be of use to students and faculty in other departments.

TEXTS
 

The text will be: Jordan and Smith (1999) Mathematical Techniques, Second Edition, (Oxford University Press) (788 pages -- paperback). It is also recommended that you get: Råde, L. and Westergren, B. (1999) Mathematics Handbook for Science and Engineering, 4th Edition (Berlin: Springer-Verlag).
 

SYLLABUS
 

The approximate syllabus is as follows:

 

1. One-Variable Calculus Review (algebra, plane analytic geometry, common functions)

2. One-Variable Calculus Review (derivatives, integrals, fundamental theorem of calculus)

3. Vector Analysis (vectors, addition, inner product, norm)

4. Vector Analysis (vector spaces, bases, linear transformations, matrices)

5. Matrix Analysis (matrix algebra, determinants, inverse, pseudoinverse, SVD)

6. Matrix Analysis (principal components analysis and Gaussian probability clouds, matrix math libraries)

7. Multivariable Calculus (line integrals, surface integrals, volume integrals, partial derivatives)

8. Multivariable Calculus (gradient etc., Stoke's Theorem, partial differential equations)
9. Ordinary Differential Equations (linear equations, systems of equations, solution methods)

10. Ordinary Differential Equations (phase plane, dynamical systems, chaos, attractors)

11. Oscillation Analysis (Fourier transform, Fourier series, wavelets, Gabor plane)

12. Probability (densities, distributions, central limit theorem, Monte Carlo theorem)

13. Statistics (sampling, statistical quantities, simple statistical testing, empirical risk minimization framework)

14. Discrete Mathematics (groups, rings, fields, combinatorics)
15. Neural Network Models (multilayer Perceptron, associative memory, learning, PCA, ICA)

16. Neuronal Models (channel models, single compartment models, multi-compartment models, synapse models)
 

SOFTWARE
 

The course will be taught using the student version of MATLAB, available at the UCSD Bookstore.
INSTRUCTOR
Professor Robert Hecht-Nielsen
Computational Neurobiology

Institute for Neural Computation

ECE Department

rh-n@ucsd.edu
